Analytic density-functional self-consistent-field theory of diblock copolymers near patterned surfaces
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Analytical solutions are derived for the density profiles and the free energies of compressible diblock copolymer melts (or incompressible copolymer solutions) near patterned surfaces. The density-functional self-consistent-field theory is employed along with a Gaussian chain model for bonding constraints and a random mixing approximation for nonbonded interactions. An analytical solution is rendered possible by expanding the chain distribution function around an inhomogeneous reference state with a nontrivial analytical solution, by retaining the linear terms, and by requiring consistency with the homopolymer limit. The density profiles are determined by both real and complex roots of a sixth-degree polynomial that may easily be obtained by solving a generalized eigenvalue problem. This analytical formulation enables one to efficiently explore the large nine-dimensional parameter space and can serve as a first approximation to computationally intensive studies with more detailed models. Illustrative computations are provided for uniform and patterned surfaces above the order–disorder transition. The results are consistent with the previous self-consistent-field calculations in that lamellar ordering appears near the surface above the order–disorder transition and the lamella order perpendicular or parallel to the surface depending on the commensurability between the periods of the surface pattern and the density oscillations. © 2004 American Institute of Physics. [DOI: 10.1063/1.1669372]

I. INTRODUCTION

The phenomenon of copolymer adsorption on chemically heterogeneous surfaces is technologically important, with numerous practical applications such as to lithography, lubrication, adhesion, etc. Various theoretical, computational, and experimental studies have been performed for polymers at chemically patterned surfaces. A major factor that controls the morphology of diblock copolymers has been found to be the commensurability between the two length scales: the period of the surface pattern and the natural period of polymer density oscillations. Relative strengths of the surface–polymer and polymer–polymer interactions also play a role.

This paper is the third of a series on applications of an analytical density-functional self-consistent-field formulation to polymer systems near chemically patterned walls. Analytical expressions for density profiles near patterned planar surfaces have previously been derived for polymer melts and incompressible solutions and for polymer blends. Here we extend the theory to present analytical solutions for diblock copolymer melts near patterned surfaces. (The theory also applies to the mathematically equivalent system of an incompressible copolymer solution, but for convenience, the discussion refers to a compressible polymer melt.) A simple Gaussian chain model and a random mixing approximation are used for analytical tractability, and a further first-order approximation is introduced for the influence of the surface to enable analytical resolution of the theory.

Within our analytical approximations, the density profiles near uniform walls are expressed as exponential or oscillating sine functions and those near patterned surfaces involve a Fourier series of the surface pattern. The density profile for a homopolymer melt proximate to the uniform impenetrable surface emerges as an exponential function. Those for a homopolymer blend are determined by the two roots of a quadratic equation whose coefficients are nonlinear functions of the interaction and characteristic size parameters of the system. The blend density profiles are either decaying from the wall or oscillating throughout space, depending on whether the roots are real or complex and on whether they are positive or negative. The present extension to diblock copolymer melts near uniform or patterned surfaces finds that the density profiles depend on the roots of a sixth-degree polynomial when the theory is constrained to be consistent with the homopolymer limit. Exponential or oscillatory behaviors can appear depending on the phases of the roots of the polynomial. The same approach can easily be generalized to more complicated copolymer systems, such as...
multiblock copolymers or copolymer mixtures, albeit resulting in higher-degree polynomials.

The number of characteristic parameters for even our minimal description of the system grows as the number of components and types of interactions increases. For diblock copolymers near a "two-colored" surface, there are nine relevant parameters: three monomer–monomer interactions, two monomer–wall interactions, two radii of gyration, and two bulk densities. A search for desired properties in the continuous parameter space of such a high dimension would be very costly, and our analytical formulation is well suited for such a purpose. More detailed models could be studied beginning from the approximate results obtained from our analytical theory.

Section II describes the extension of the analytical density-functional self-consistent-field formulation to diblock copolymer melts, and the monomer density profiles near uniform and patterned walls are derived in terms of the roots of a sixth-degree polynomial. Section III presents illustrative computations for systems above the bulk order-disorder transition, and the influence of the surfaces in modulating the surface densities is discussed.

II. THEORY

A. Density-functional self-consistent-field formulation of diblock copolymers

We consider a compressible diblock copolymer melt (or the mathematically equivalent incompressible copolymer solution) in the presence of an external field, where each molecule consists of two covalently bonded chains of type $A$ and $B$, with polymerization indices $N_A$ and $N_B$, respectively. The grand partition function $\Xi$ for this system is

$$\Xi = \frac{1}{\hbar^\lambda} \int \cdots \int \Pi_{\alpha=1}^{N_\lambda} \prod_{i=1}^{N} d\mathbf{r}_\alpha \exp \left[ -\beta V_\lambda(\{\mathbf{r}_\alpha\}) \right]$$

$$+ \sum_{\alpha} \left[ \sum_{i=1}^{N_A} w_A(\mathbf{r}_\alpha) + \sum_{i=N_A+1}^{N} w_B(\mathbf{r}_\alpha) \right],$$

where $\beta$ is $1/k_B T$, $k_B$ is Boltzmann’s constant, $N=N_A+N_B$, and $V_\lambda(\{\mathbf{r}_\alpha\})$ is the potential energy of a system of $n$ diblock polymer molecules at configuration $\{\mathbf{r}_\alpha\}$, where $\mathbf{r}_\alpha$ denotes the position vector of the $i$th monomer in the $\alpha$th molecule. $w_\lambda(\mathbf{r}_\alpha)$ ($\lambda=A$ or $B$) is the sum of the external potential ($V_\lambda$) and a term involving the chemical potential ($\mu_\lambda$), $w_\lambda(\mathbf{r}_\alpha) = \mu_\lambda N_A - \beta V_\lambda(\mathbf{r}_\alpha)$. The factors generated by the momentum integrals are omitted for simplicity. A Gaussian chain model is employed for the potential energy:

$$\beta V_\lambda(\{\mathbf{r}_\alpha\}) = \frac{1}{\gamma} \sum_{\alpha=1}^{\lambda} \sum_{i=1}^{N_\lambda-1} \frac{3}{2 \gamma_i^2} \vert \mathbf{r}_{ai+1} - \mathbf{r}_{ai} \vert^2$$

$$+ \frac{1}{2} \sum_{i \neq i'} v_{ii'}(\mathbf{r}_{ai} - \mathbf{r}_{ai'}),$$

where $\gamma_i$ is the Kuhn length and $v_{ii'}(\mathbf{r}_{ai} - \mathbf{r}_{ai'})$ is the interaction potential between monomers.

The grand potential $\Omega = -kT \ln \Xi$ is a natural functional of $w_A(\mathbf{r})$ and $w_B(\mathbf{r})$ [Eq. (1)], and the functional derivative of $\beta \Omega$ with respect to $w_\lambda(\mathbf{r})$ ($\lambda=A$ or $B$) is equal to the average monomer density $\rho_\lambda(\mathbf{r})$:

$$\rho_\lambda(\mathbf{r}) = \frac{\delta (\beta \Omega)}{\delta w_\lambda(\mathbf{r})},$$

where $\rho_A(\mathbf{r}) = \langle \sum_{i=1}^{N_A} \delta(\mathbf{r} - \mathbf{r}_{ai}) \rangle$ and $\rho_B(\mathbf{r}) = \langle \sum_{i=N_A+1}^{N} \delta(\mathbf{r} - \mathbf{r}_{ai}) \rangle$.

The Helmholtz free energy $F$ is the Legendre transform of $\Omega$,

$$F = \Omega + kT \sum_{\lambda=A,B} \int d\mathbf{r} \rho_\lambda(\mathbf{r}) w_\lambda(\mathbf{r}),$$

and is a natural functional of $\rho_\lambda(\mathbf{r})$. The functional derivative of $\beta F$ with respect to $\rho_\lambda(\mathbf{r})$ is

$$\frac{\delta (\beta F)}{\delta \rho_\lambda(\mathbf{r})} = w_\lambda(\mathbf{r}).$$

In the context of the density-functional theory, an “ideal” system is considered which has no bonded interactions between monomers, but has the same monomer density $\rho_\lambda(\mathbf{r})$ as the real system due to an artificial external potential $(kT)\lambda$, which is determined below. The grand potential of the ideal system is

$$\Omega_{id} = -kT \int d\mathbf{r}_1 d\mathbf{r}_2 d\mathbf{r}_3 G_A(\mathbf{r}_1;0N_A)G_B(\mathbf{r}_2;3N_A),$$

where the end-vector distribution function $G_\lambda$ is expressed in a path integral representation in the limit of continuous chains as

$$G_\lambda(\mathbf{r}';NN') = \int_{\mathbf{r}(N)=\mathbf{r}} D[\mathbf{r}(\tau)] \exp \left[ -\int_{\tau=0}^{\tau=N} \frac{1}{2} \frac{d\mathbf{r}(\tau)}{d\tau}^2 \right]$$

$$+ \int_{\mathbf{r}(N)=\mathbf{r}} W_\lambda[\mathbf{r}(\tau)],$$

where $W_\lambda$ is defined below.

The monomer density may be expressed in terms of the distribution function as

$$\rho_\lambda(\mathbf{r}) = \int d\mathbf{r}_1 d\mathbf{r}_2 d\mathbf{r}_3 \int_{0}^{N_A} d\tau G_A(\mathbf{r}_1;0\tau)$$

$$\times G_A(\mathbf{r}_2;\tau N_A)G_B(\mathbf{r}_3;3N_A),$$

$$\rho_B(\mathbf{r}) = \int d\mathbf{r}_1 d\mathbf{r}_2 d\mathbf{r}_3 \int_{N_A}^{N} d\tau G_A(\mathbf{r}_1;20N_A)$$

$$\times G_B(\mathbf{r}_2;N_A\tau)G_B(\mathbf{r}_3;\tau N),$$

where the relation

$$\frac{\delta G_\lambda(\mathbf{r}';\tau';\tau'')}{\delta W_\lambda(\mathbf{r})} = \int_{\tau'}^\tau d\tau G_\lambda(\mathbf{r}';\tau';\tau)G_\lambda(\mathbf{r}';\tau)$$

is used.

As in the usual density-functional approaches, the Helmholtz free energy is written as
\[ F = F_{\text{id}} + F_{\text{exc}}, \]  
where \( F_{\text{id}} = \sum_{\lambda} kT \sigma_{\lambda} \int \text{d}r \rho_{\lambda}(r) W_{\lambda}(r), \) thereby defining the excess free energy \( F_{\text{exc}}. \) The effective external potential \( W_{\lambda}(r) \) follows upon using Eqs. (5), (10), and (11) as

\[ W_{\lambda}(r) = W_{\lambda}(r) - \delta \frac{\beta F_{\text{exc}}}{\beta \rho_{\lambda}(r)}. \tag{12} \]

Following Ref. 6, a simple random mixing model of excluded volume interactions is used for the excess free energy, giving

\[ \beta F_{\text{exc}} = \frac{1}{2} \sum_{\lambda, \lambda'} = A, B \ v_{\lambda \lambda'} \int \text{d}r \rho_{\lambda}(r) \rho_{\lambda'}(r). \tag{13} \]

The effective external potential with this excess free energy is

\[ W_{\lambda}(r) = \beta \mu_{\lambda}/N_{\lambda} - \beta V_{\lambda}(r) - \sum_{\lambda', = A, B} v_{\lambda \lambda'} \rho_{\lambda'}(r). \tag{14} \]

Within a linear approximation that relates \( \rho_{\lambda}(r) \) and \( W_{\lambda}(r), \) Eqs. (8), (9), and (14) can be solved analytically, as is described below.

**B. Diblock copolymer melt near a uniform wall**

Let us first consider a diblock copolymer melt near a uniform impenetrable hard wall. Bulk order–disorder transitions can also be obtained here because our approximation retains the linear response to the external field. The extension to a patterned wall is considered in the next section.

A homogeneous melt in contact with a neutral hard wall at \( z = 0 \) is taken as the reference state. The monomer density vanishes in the reference state for \( z < 0 \) and is the same as the bulk density \( \rho_{\text{bh}} \) for \( z = 0. \) We then decompose \( W_{\lambda}(z) \) into the reference term \( W_{\lambda}^{(0)}(z) \) and the perturbation term \( W_{\lambda}^{(1)}(z):\)

\[ W_{\lambda}^{(0)}(z) = \beta \mu_{\lambda}/N_{\lambda} - \beta V_{\lambda}^{(0)}(z) - \sum_{\lambda', = A, B} v_{\lambda \lambda'} \rho_{\lambda'}(z), \]

\[ W_{\lambda}^{(1)}(z) = W_{\lambda}(z) - W_{\lambda}^{(0)}(z) = -\beta V_{\lambda}^{(1)}(z) - \sum_{\lambda', = A, B} v_{\lambda \lambda'} \delta \rho_{\lambda'}(z), \tag{15} \]

where \( \delta \rho_{\lambda}(z) = \rho_{\lambda}(z) - \rho_{\text{bh}}, \) \( V_{\lambda}^{(0)}(z) \) is the neutral hard wall potential and the surface potential \( V_{\lambda}^{(1)}(z) = V_{\lambda}(z) - V_{\lambda}^{(0)}(z) \) is approximated as \( c_{\lambda} b \delta(z), \) assuming it to be of short range.

The densities \( \rho_{\lambda}(r) \) are obtained by expanding \( G_{\lambda}(r, r'; \tau, \tau') \) around \( W_{\lambda}^{(0)}(z) \) in Eqs. (8) and (9) using

\[ G_{\lambda}(r, r'; \tau, \tau') = G_{\lambda}^{(0)}(r, r'; \tau, \tau') + \int \text{d}r'' \int_{\tau}^{\tau'} r'' \text{d}r'' \times [G_{\lambda}^{(0)}(r, r''; \tau, \tau') \times W_{\lambda}^{(1)}(r'') + O(W_{\lambda}^{(1)})^2], \tag{16} \]

which is derived from Eq. (10). The end-distribution function \( G_{\lambda}^{(0)}(r, r'; \tau, \tau') \) for the reference system defined by the reference external potential \( W_{\lambda}^{(0)}(z) \) is shown to be

\[ G_{\lambda}^{(0)}(r, r'; \tau, \tau') = \exp \left[ \left( \beta \mu_{\lambda}/N_{\lambda} - \sum_{\lambda'} v_{\lambda \lambda'} \rho_{\lambda'} \right) (\tau' - \tau) \right] \times \left[ G_{0\lambda}(z'; \tau; \tau') + \frac{1}{2} \left[ G_{0\lambda}(z'+z; \tau; \tau') + G_{0\lambda}(z'-z; \tau; \tau') \right] \right] \times \left[ G_{0\lambda}(y'; \tau; \tau') \right], \tag{17} \]

where \( G_{0\lambda}(z; \tau; \tau') = (3/2\pi)^{1/2} \exp[-3z^2/2\tau^2]. \)

Substituting the expanded \( G_{\lambda}(r, r'; \tau, \tau') \) in Eqs. (8) and (9) and keeping terms to first order in \( W_{\lambda}^{(1)}(z) \) gives

\[ \delta \rho_{\lambda}(z) = J \int_{0}^{\infty} d z' K_{\lambda}(z, z') W_{\lambda}^{(1)}(z'), \tag{18} \]

where

\[ J = \exp \left[ \sum_{\lambda} \beta \mu_{\lambda} - \sum_{\lambda, \lambda'} v_{\lambda \lambda'} \rho_{\lambda'} N_{\lambda} \right], \tag{19} \]

\[ K_{\lambda}(z, z') = N_{\lambda}^{2} \int_{-\infty}^{\infty} (dk/2\pi) \times \left[ e^{ik(z-z')} + e^{ik(z+z')} \right] D(k^{2}R_{\lambda}^{2}), \tag{20} \]

where \( D(x) = (2/\lambda^{2}) \left[ x - 1 + \exp(-x) \right] \) is the Debye scattering function and

\[ K_{AB}(z, z') = N_{A} N_{B} \int_{-\infty}^{\infty} (dk/2\pi) \times \left[ e^{ik(z-z')} + e^{ik(z+z')} \right] D_{2}(k^{2}R_{A}^{2}R_{B}^{2}) \tag{21} \]

where \( D_{2}(x) = 1/(1+x)[1-\exp(-x)][1-\exp(-x)]. \)

The above integral equations (18) and (15) are solved by introducing cosine Fourier transformations. The cosine Fourier transformation of the density \( \delta \rho_{\lambda}(z) \) can be expressed as

\[ \begin{align*}
M_{AA}(k^{2}) & = M_{AB}(k^{2}) \left| \delta \rho_{\lambda}(k) \right| \\
M_{BA}(k^{2}) & = M_{BB}(k^{2}) \left| \delta \rho_{\lambda}(k) \right|
\end{align*} \tag{22} \]

where
\[ M_{\lambda\lambda}(\kappa) = 1 + a_{\lambda\lambda}v_{\lambda\lambda}D(\kappa r_A) + a_{\lambda\lambda}v_{\lambda\lambda}D_2(\kappa r_A, \kappa r_B), \]
\[ M_{\lambda\lambda'}(\kappa) = a_{\lambda\lambda}v_{\lambda\lambda}D(\kappa r_A) + a_{\lambda\lambda}v_{\lambda\lambda}D_2(\kappa r_A, \kappa r_B), \]
\[ C_{\lambda\lambda}(\kappa) = 2a_{\lambda\lambda}D(\kappa r_A), \]
\[ C_{\lambda\lambda'}(\kappa) = 2a_{\lambda\lambda}D_2(\kappa r_A, \kappa r_B), \]
\[(\lambda, \lambda') = (A, B) \text{ or } (B, A),\]
where \(a_{\lambda A} = JN_A^2, a_{BB} = JN_B^2, a_{AB} = a_{BA} = JN_A N_B, r_A = R_A^2, r_B = R_B^2, \) and \(k = k^2.\)

To simplify the inverse Fourier transform, we use the common approximation \(D(\kappa r_A) \approx 2/(2 + \kappa r_A).\) A similar approximation for \(D_2(\kappa r_A, \kappa r_B)\) is obtained by requiring that the correct limit of homopolymer melt be recovered when chemical identities of \(A\) and \(B\) monomers become the same, which implies
\[
D_2(\kappa r_A, \kappa r_B) \approx \frac{1}{f_{A}f_{B}} \left[ \frac{1}{2 + \kappa r_A + \kappa r_B} - \frac{f_{A}^2}{f_{B}^2} \right],
\tag{23}
\]
where \(f_A = N_A/N.\)

After applying the above approximations the Fourier transform of the density then reduces to
\[
\left( \frac{\partial \hat{\rho}_A(\kappa)}{\partial \kappa} \right) = -\frac{1}{\det[P(\kappa)]} \begin{bmatrix} D_{AA}(\kappa) & D_{AB}(\kappa) \\ D_{BA}(\kappa) & D_{BB}(\kappa) \end{bmatrix} \begin{bmatrix} c_A \\ c_B \end{bmatrix},
\tag{24}
\]
where \(\det[P(\kappa)]\) is a sixth-degree polynomial in \(\kappa = k^2\) and \(D_{\lambda\lambda'}(\kappa)\) are fifth-degree polynomials in \(\kappa.\) (See Appendix A for the coefficients of the polynomials.)

All the real and complex roots of \(\det[P(\kappa)] = 0\) can be found numerically by solving a generalized eigenvalue problem (Appendix B). The above equation for \(\delta \hat{\rho}_A(\kappa)\) can then be expressed in terms of the six roots \(\kappa_0^\lambda, \kappa_1^\lambda, \ldots, \kappa_5^\lambda\) as
\[
\delta \hat{\rho}_A(\kappa) = \frac{-D_{\lambda\lambda}(\kappa) c_0 + D_{\lambda\lambda'}(\kappa) c_{\lambda'}}{\det[P(\kappa)]} \biggl[ d_0^\lambda + d_1^\lambda \kappa + \cdots + d_5^\lambda \kappa^5 \biggr]
= \frac{d_0^\lambda + d_1^\lambda \kappa + \cdots + d_5^\lambda \kappa^5}{(\kappa - \kappa_0^\lambda)(\kappa - \kappa_1^\lambda)\cdots(\kappa - \k_5^\lambda)}
= \sum_i \frac{\lambda_i^\lambda}{\kappa - \kappa_i^\lambda} + \sum_j \frac{\lambda_j^\lambda}{(\kappa - \kappa_j^\lambda)(\kappa - \kappa_j^\lambda*)},
\tag{25}
\]
where \(\Sigma_i^\lambda\) is a summation over real roots \(\kappa_i^\lambda\) and \(\Sigma_j^\lambda\) is a summation over complex conjugate root pairs \(\kappa_j^\lambda\) and \(\kappa_j^\lambda*\). Here \(\lambda_i^\lambda, \lambda_j^\lambda, B_{2j-1}^\lambda, \) and \(B_j^\lambda)\) are obtained by matching the coefficients, which is an easily solvable linear problem.

The inverse Fourier transformation of Eq. (25) gives the density profile in terms of the roots as follows:
\[
\delta \rho_A(z) = \sum_i \frac{\lambda_i^\lambda \exp(-a_i^\lambda z)}{2a_i^\lambda} - \sum_i \frac{\lambda_i^\lambda \sin(a_i^\lambda z)}{2a_i^\lambda}
+ \sum_j \frac{\exp(-a_j^\lambda z)}{2\sqrt{|\alpha_j^\lambda|} \sin \theta_j^\lambda} \left[ B_{2j-1}^\lambda \sin(b_j^\lambda z + \theta_j^\lambda) + \frac{1}{2} \right]
- B_j^\lambda \sin(b_j^\lambda z - \frac{\theta_j^\lambda}{2})
\tag{26}
\]
where \(\Sigma_i^\lambda\) and \(\Sigma_j^\lambda\) are summations over negative and positive real roots, respectively, and \(a_i^\lambda = \sqrt{|\alpha_j^\lambda|}\) for a real root \(\kappa_i^\lambda\), while \(\kappa_j^\lambda = -\frac{1}{2} \{ -|\kappa_j^\lambda| e^{i\theta_j^\lambda} \} = \frac{1}{2} \{ -|\kappa_j^\lambda| e^{i\theta_j^\lambda} \}^* = a_j^\lambda + ib_j^\lambda\) for a complex root pair \(\kappa_j^\lambda\) and \(\kappa_j^\lambda*\). The above equation shows that a negative real root contributes an exponentially decaying term to the density profile, a positive real root to oscillations throughout all space, and a complex conjugate root pair to a decaying oscillatory term.

The same matrix \(P(\kappa)\) describes the bulk density fluctuations in the linear response regime. The bulk order–disorder transition can then be located by finding regions at which positive real roots of \(\det[P(\kappa)] = 0\) appear. The temperature at which positive real roots appear is the spinodal temperature, below which the ordered phase (oscillating density) becomes at least metastable. The thermodynamic transition temperature can be obtained by equating the free energies of the ordered and disordered phases. Once the equilibrium density profiles \(\rho_A(r)\) are obtained, the Helmholtz free energy can be obtained from the relation
\[
F = -\frac{kT}{2} \sum_{\lambda, A, B} \int dr \frac{\rho_A(r)}{N_A} \rho_B(r)
+ \frac{kT}{2} \sum_{\lambda, \lambda'} A_{\lambda A} B_{\lambda B} \int dr \rho_A(r) \rho_B(r)
+ kT \sum_{\lambda = A, B} \int dr \rho_A(r) W_A(r).
\tag{27}
\]
Note that this equation satisfies relation (4). However, the functional \(F[\{\rho_A(r)\}]\) is not obtained in a closed form, but the free energy can be computed from the equilibrium densities using the above equation.

C. Diblock copolymer melt near a patterned wall

We now consider a hard wall potential with an arbitrary pattern that is specified by the spatially varying interaction parameters \(c_{\lambda}(x, y)\) on the \(xy\) plane, \(V_{\lambda}(x) = V_{\lambda}(z) + c_{\lambda}(x, y) \delta(z).\) The Fourier transform of the density is now expressed in terms of a three-dimensional vector \(k\) instead of \(\kappa:\)
\[
\left( \frac{\partial \hat{\rho}_A(\kappa)}{\partial \kappa} \right) = -\frac{1}{\det[P(\kappa)]} \begin{bmatrix} D_{AA}(K) & D_{AB}(K) \\ D_{BA}(K) & D_{BB}(K) \end{bmatrix} \begin{bmatrix} c_A \\ c_B \end{bmatrix},
\tag{28}
\]
where \(K = |k|^2.\) The Fourier representation of \(c_{\lambda}(x, y)\) is written as
\[
c_{\lambda}(x, y) = \sum_{n, m = -\infty}^{\infty} c_{\lambda}^{nm} \exp[i(nx + my)]
= \sum_{n, m = 0}^{\infty} a_{\lambda}^{nm} \cos(nx + my)
+ \sum_{n, m = 1}^{\infty} b_{\lambda}^{nm} \sin(nx + my),
\tag{29}
\]
where $n_x = n \pi / L_x$, $m_y = m \pi / L_y$, $L_x$ and $L_y$ are length scales in the $x$ and $y$ directions of the surface pattern, and $c_{nm}^i$, $a_{nm}^i$, and $b_{nm}^i$ are the coefficients of the series.

Using the above series for the surface potential, the density profiles are also expressed in a Fourier series in the $xy$ plane. This Fourier transform of the density profile is

$$
\hat{\rho}_\lambda(k) = -\sum_{n,m=0}^{\infty} \frac{D_{\lambda \lambda}(K)a_{nm}^\lambda + D_{\lambda \lambda}^*(K)a_{nm}^{\lambda^*}}{\det[P(K)]}(2\pi)^2[\delta(k_{xy} + n_{xy}) + \delta(k_{xy} - n_{xy})]
$$

$$
- \sum_{n,m=1}^{\infty} \frac{D_{\lambda \lambda}(K)b_{nm}^\lambda + D_{\lambda \lambda}^*(K)b_{nm}^{\lambda^*}}{i\det[P(K)]}(2\pi)^2[\delta(k_{xy} + n_{xy}) - \delta(k_{xy} - n_{xy})]
$$

$$
= \sum_{n,m=0}^{\infty} \left[ \sum_i \frac{A_{nm,i}^\lambda}{k^2 - K_i^\lambda} + \sum_j \frac{B_{nm,2j-1}^\lambda + B_{nm,2j}^\lambda k^2}{(k^2 - K_j^\lambda)(k^2 - K_j^{\lambda^*})} \right](2\pi)^2[\delta(k_{xy} + n_{xy}) + \delta(k_{xy} - n_{xy})]
$$

$$
+ \sum_{n,m=1}^{\infty} \left[ \sum_i \frac{A_{nm,i}^{\lambda^*}}{k^2 - K_i^\lambda} + \sum_j \frac{B_{nm,2j-1}^{\lambda^*} + B_{nm,2j}^{\lambda^*} k^2}{(k^2 - K_j^\lambda)(k^2 - K_j^{\lambda^*})} \right]\frac{(2\pi)^2}{i}[\delta(k_{xy} + n_{xy}) - \delta(k_{xy} - n_{xy})],
$$

where $k_x = (k_x \cdot k, k_y \cdot y)$, $n_x = (n_x, m_y)$, $K_i^\lambda$ are the roots of $\det[P(K)]=0$, and $A_{nm,i}^{\lambda}$, $B_{nm,2j-1}^{\lambda}$, and $B_{nm,2j}^{\lambda}$ are determined by the coefficients in the cosine series, while $A_{nm,i}^{\lambda^*}$, $B_{nm,2j-1}^{\lambda^*}$, and $B_{nm,2j}^{\lambda^*}$ are determined by the sine series.

The three-dimensional inverse Fourier transformation gives the density profile as

$$
\rho_\lambda(r) = \sum_i \sum_{n,m=0}^{\infty} a_{nm,i}(x,y) \frac{\exp(-a_{nm,i}^{-1} z)}{2a_{nm,i}^\lambda} \exp\left(-\frac{a_{nm,i}^{-1} z}{2}\right) H\left(\{a_{nm,i}^{\lambda+}\}^{1/2}\right) + \sum_j \sum_{n,m=0}^{\infty} a_{nm,j}(x,y) \frac{\exp(-a_{nm,j}^{-1} z)}{2a_{nm,j}^{\lambda^*}} \exp\left(-\frac{a_{nm,j}^{-1} z}{2}\right) H\left(\{a_{nm,j}^{\lambda+}\}^{1/2}\right)
$$

$$
- \sin\left(\frac{a_{nm,i}^{\lambda+} z}{2}\right) / H\left(\{a_{nm,i}^{\lambda+}\}^{1/2}\right) \sum_j \sum_{n,m=0}^{\infty} b_{nm,j}(x,y) \frac{\exp(-a_{nm,j}^{-1} z)}{2a_{nm,j}^{\lambda^*}} \exp\left(-\frac{a_{nm,j}^{-1} z}{2}\right) H\left(\{a_{nm,j}^{\lambda+}\}^{1/2}\right)
$$

$$
- b_{nm,j}^\lambda \sin\left(b_{nm,j}^\lambda z - \frac{\theta_{nm,j}}{2}\right),
$$

where

$$
a_{nm,i}^\lambda = \sqrt{K_i^\lambda} + n_x^2 + m_y^2,
$$

$$
a_{nm,j}^\lambda = A_{nm,i}^{\lambda^*} \cos(n_x m_y) + A_{nm,i}^{\lambda} \sin(n_x m_y),
$$

$$
a_{nm}^{\lambda+} = \sqrt{n_x^2 + m_y^2 - K_i^\lambda},
$$

$$
a_{nm,j}^{\lambda+} = \sqrt{K_j^\lambda - n_x^2 - m_y^2},
$$

for a real root $K_i^\lambda$, where $H(x) = 1$ if $x > 0$ and 0 if $x < 0$, and

$$
K_i^\lambda e^{i \theta_i^\lambda} = -K_i^\lambda,
$$

$$
K_j^\lambda e^{i \theta_{nm,j}^\lambda} = -K_j^\lambda + n_x^2 + m_y^2,
$$

$$
a_{nm,j}^{\lambda+} = (-K_j^\lambda + n_x^2 + m_y^2)^{1/2},
$$

$$
\beta_{nm,2j-1}(x,y) = \left[B_{nm,2j-1}^\lambda + B_{nm,2j}^\lambda (n_x^2 + m_y^2)\right] \cos(n_x m_y) + \left[B_{nm,2j-1}^{\lambda^*} + B_{nm,2j}^{\lambda^*} (n_x^2 + m_y^2)\right] \sin(n_x m_y),
$$

$$
\beta_{nm,2j}(x,y) = B_{nm,2j}^\lambda \cos(n_x m_y) + B_{nm,2j}^{\lambda^*} \sin(n_x m_y),
$$

for a complex root $K_j^\lambda$ and $K_j^{\lambda^*}$.

### III. ILLUSTRATIVE COMPUTATIONS AND RESULTS

#### A. Bulk order–disorder transition of a diblock copolymer melt

There are seven parameters governing the bulk density fluctuations and thus determining the bulk order–disorder transition: the radii of gyration $R_g^A = \sqrt{N_A / 6 \lambda}$ and $R_g^B = \sqrt{N_B / 6 \lambda}$, the average bulk densities $\rho_{BA} = J N_A$ and $\rho_{BB} = J N_B$, and the pair interaction potentials (multiplied by $\beta$) $v_{AA}$, $v_{BB}$, and $v_{AB}$.

We can reduce the number of parameters to 5 by employing the freedom to choose the unit of length and by...
noting that the pair potentials $v_{AA}$ always appear in an equation in the form $pv_{AA}N$. Defining $R_0 = \sqrt{N/gA} = R_{cA}/\sqrt{N/N_A}$ as the unit of length, the five resulting parameters are $f_A = N_A/N$, $r^A = R_{cA}/R_{cA}$, $v_{AA}N = JN^2v_{AA}$, $v_{BB} = v_{BB}/v_{AA}$, and $v_{AB} = v_{AB}/v_{AA}$. Note that $J$ is defined in Eq. (19) and $JN$ serves as the unit of density.

An illustrative phase diagram in the form of $pv_{AA}N$ versus $v_{AB}/v_{AA}$ is presented in Fig. 1 and shows the parameter values at which a positive real root—and thus density oscillations—appears. The choice of $N_A = N_B$, $R_{cB} = R_{cA}$, and $v_{AB} = 2v_{BB}$ is used to minimize the number of parameters. Using the Berthelot geometric average for $v_{AB} = \sqrt{v_{AA}v_{BB}}$ does not produce phase transitions in the range considered up to $v_{AB}/v_{AA} = 100$. The line in Fig. 1 represents the spinodal curve, and the equilibrium transitions can be obtained by comparing the free energies of the ordered and disordered phases using Eq. (27).

B. Diblock copolymer melt near a uniform hard wall

The presence of a uniform hard wall introduces two additional surface potential parameters $c_A$ and $c_B$ beyond the five bulk parameters. These parameters are determined by specifying $pc_A N$ and $c_B = c_B/c_A$. Density profiles near the wall are depicted in Figs. 2–4 at varying temperatures and strengths of the surface interaction using the same parameters ($N_A = N_B$, $R_{cB} = R_{cA}$, and $v_{AB} = 2v_{BB}$) as in Fig. 1, along with $v_{BB}/v_{AA} = 2$. With this choice of parameters, the order of the strength of the monomer–monomer repulsion is $v_{AB} > v_{BB} > v_{AA}$. Figure 1 shows that the transition occurs at $1/pv_{AA}N = 0.2173$ for this parameter choice. (Note that $1/pv_{AA}N$ is proportional to the temperature.)

Figures 2 and 3 exhibit the surface-induced density oscillations as appearing above the order–disorder transition temperature, with the amplitude of oscillations increasing as the transition temperature is approached. The temperatures chosen are $pv_{AA}N = 0.25$ and 0.22, respectively, and the remaining parameters are $pc_A N = 0.01pv_{AA}N$ and $c_B/c_A = -1$. The wall is attractive for $B$ and repulsive for $A$. The choice of the wall–polymer interaction is consistent with the weak interaction assumption of the theory and provides an example in which one component ($B$) is preferentially favored over the other at the surface. Figure 4 displays the influence of different relative surface potentials $c_B/c_A = -2$ where the surface oscillations strengthen due to the greater surface adsorption of the $B$ block.

C. Diblock copolymer melt near a patterned wall

The case of a striped wall with pattern length scale $L_x$ is examined here as an example of a patterned surface. Application to more complicated wall potentials, such as one with a checkerboard pattern, is straightforward as in our previous works for homopolymers.4

Surface profiles above the order–disorder transition (ODT) are illustrated in Figs. 5, 6, and 7. The surface considered here has alternating stripes of surface potentials $c_A$ and $-c_A$ of size $L_x$. Because the same parameters as in Fig.
are used, the stripes of one type are attractive for A and repulsive for B, and the opposite is true for the other type of stripes.

The orientation of the surface ordering depends on the relative sizes of the pattern period and the natural period of the density oscillations. Figure 5 considers the stripe width $L_x = 1.9R_0$, which is the same as the half period of the surface oscillations in Fig. 3. In this commensurate case, density oscillations in the perpendicular direction that are present for the uniform surface become quenched, and the surface oscillations induced by the surface pattern dominate. This implies that the polymer does not order perpendicular to the surface, but orders parallel. Thus the lamella are perpendicular to the surface. The oscillations in the perpendicular direction reappear when the stripe size is increased, as displayed in Fig. 6 for $L_x = 4R_0$. For a large surface pattern period, the polymers experience a locally homogeneous surface and, therefore, order perpendicular to the surface, resulting in a "checkerboard" morphology. This observation is consistent with the self-consistent-field calculation of Petera and Muthukumar. When the pattern period is small compared to the lamellar period, the magnitude of the surface ordering diminishes significantly, as exhibited in Fig. 7. This implies that an appropriate surface pattern size might be used to tune the surface ODT from its bulk value. More studies of this behavior will be performed in the future.

IV. CONCLUSION

Analytical formulas have been derived for bulk density fluctuations and density profiles near planar uniform and patterned walls for diblock copolymer melts by extending our previous work for homopolymer melts and blends. Illustrative computations show that the analytical expressions produce consistent results with previous numerically more intensive works: density oscillations can be induced by the
surface above the order–disorder transition temperature, and the orientation of the lamella depends on the commensurability of the pattern and lamella.

Our approach is limited to a Gaussian chain model and neglects chain deformation and orientation near the surface. In addition, the first-order approximation assumes weak polymer–surface interactions. More sophisticated models would no longer be analytically tractable and thus are computationally more expensive. The analytical solutions could be used as a starting point for numerical studies of more detailed models, and the agreement or deviation of the properties from the analytical results would provide insight into individual physical factors influencing the density profiles.

Surface behaviors below the order–disorder transition can in principle be treated in the same framework as presented in this paper and will be the subject of a future study. More complicated systems, such as thin films of copolymers confined between walls, are of considerable technological interest, and simulation studies for these situations are available. Our theoretical approach could be extended to these cases. Analytical solutions, although complicated, are available for chain distribution functions for geometries other than planar, such as polymers confined within thin films or cylinders. Those solutions could be utilized to extend the formalism to more complicated geometries.

APPENDIX A: COEFFICIENTS OF THE POLYNOMIALS

After multiplying

\[(2 + \kappa r_A + \kappa r_B)(2 + \kappa r_A + \kappa r_B)\]  

on both sides of Eq. (22), we rewrite the equation as

\[P(\kappa) \delta \tilde{\rho}_A(k) \delta \tilde{\rho}_B(k) = -Q(\kappa) \begin{pmatrix} c_A \\ c_B \end{pmatrix},\]

where the components of the matrices \(P(\kappa)\) and \(Q(\kappa)\) are polynomials in \(\kappa\) as follows:

\[P_{\lambda\lambda}(\kappa) = r_A r_A (r_A + r_A) \kappa^3 + \left[2 a_{\lambda',\lambda} v_{\lambda',\lambda} + a_{\lambda,\lambda} v_{\lambda,\lambda} \right] \kappa^2 + \left[2 a_{\lambda',\lambda} v_{\lambda',\lambda} + a_{\lambda,\lambda} v_{\lambda,\lambda} \right] \kappa + 8 a_{\lambda,\lambda} v_{\lambda,\lambda} + a_{\lambda',\lambda} v_{\lambda',\lambda} \right],\]

\[Q_{\lambda\lambda}(\kappa) = 4 a_{\lambda,\lambda} \left[ r_A (r_A + r_A) \kappa^2 + 2 (r_A + r_A) \kappa + 4 \right].\]

\[Q_{\lambda\lambda'}(\kappa) = -2 \left[ a_{\lambda',\lambda} r_A^2 - 2 a_{\lambda,\lambda'} r_A r_A + a_{\lambda,\lambda} r_A^2 \right] \kappa^2 + \left[ 2 a_{\lambda,\lambda} - a_{\lambda',\lambda} \right] r_A \kappa + 16 a_{\lambda,\lambda} \],

where \((\lambda, \lambda') = (A, B)\) or \((B, A)\).

The Fourier transform of the density is then

\[
\begin{pmatrix}
\delta \tilde{\rho}_A(k) \\
\delta \tilde{\rho}_B(k)
\end{pmatrix} = -\frac{1}{\det[P(\kappa)]} \begin{pmatrix}
D_{AA}(\kappa) & D_{AB}(\kappa) \\
D_{BA}(\kappa) & D_{BB}(\kappa)
\end{pmatrix} \begin{pmatrix}
c_A \\
c_B
\end{pmatrix},
\]

APPENDIX B: SOLVING THE POLYNOMIAL EQUATION

We solve the sixth-degree polynomial \( \det[P(\kappa)] = 0 \) by converting it to a generalized eigenproblem following Manocha.

The \(2 \times 2\) matrix \(P(\kappa)\) may be written as

\[P(\kappa) = P_0 + P_1 \kappa + P_2 \kappa^2 + P_3 \kappa^3,\]

where the \(P_i\) are \(2 \times 2\) matrices independent of \(\kappa\). Then the condition \(\det[P(\kappa)] = 0\) is equivalent to the generalized eigenvalue problem

\[\det(S - H) = 0,\]

with

\[S = \begin{pmatrix}
I & 0 & 0 \\
0 & I & 0 \\
0 & 0 & P_3
\end{pmatrix},\]

and

\[H = \begin{pmatrix}
0 & I & 0 \\
0 & 0 & I \\
-P_0 & -P_1 & -P_2
\end{pmatrix},\]

where \(I, 0, \) and \(P_i\) are \(2 \times 2\) matrices, so \(S\) and \(H\) are \(6 \times 6\) matrices. Therefore, the roots of \(\det[P(\kappa)] = 0\) are eigenvalues of the generalized eigenproblem

\[\kappa SV = HV,\]

where \(V\) is the matrix of the right eigenvectors. This problem is solved using the lapack routine “dggev.f” (http://netlib.org/lapack/).
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